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ESCAPE WP2 project milestone 2.2: Initial datalake pilot with at least 3 
sites.  

 

Explanation of the work carried out  

A Pilot Datalake. In the first 6 months of the project, WP2 defined the architecture of the datalake 
based on the needs of the ESFRIs in terms of data management according to FAIR principles. We 
reviewed the existing technologies from different European projects and the ESFRIs themselves and 
understood if and how they would be suitable for implementing building blocks of the architecture 
reference implementation. The architecture document and implementation plan was delivered in 
September 2019 and the implementation of the data lake pilot started after that. The pilot data lake 
relies on services provided by the data centres of WP2 partners and orchestrates them through a 
common service layer for all ESFRIs. 

The work package is well on target - indeed, we have ten sites in our datalake, well above our target 
of 3 by this stage, and we are developing the teams, tools and technologies needed to test and 
improve the way we use these sites to meet our experimental use cases. 

 
A working pilot. The pilot datalake advanced quickly and to date (July 2020) includes ten storage 
endpoints, covering  the majority of the partners: INFN-CNAF, INFN-ROMA, INFN-Napoli, DESY, SURF-
SARA, IN2P3-CC, CERN, IFAE-PIC, CNRS-LAPP and GSI. This is very good, as it allows us to start far 
more ambitious data transfer and management tests than a simple three-site datalake (i.e. the 
milestone target) would have done. The ESCAPE datalake  harnesses a variety of storage technologies 
through the orchestration layer: dCache, DPM, XRootD, EOS, StoRM covering also distributed and 
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federated storage systems as well as traditional/local installations. More information and details 
about the storage systems involved can be found at [1]. For the pilot datalake, the orchestration layer 
has been consolidated, a dedicated RUCIO instance for Data Management.  
 
Rucio is the key data management element for the WP2 datalake - it is an open source software 
(https://rucio.github.io/) with a proven track record in managing billions of files across over 100 data 
centres at the half-exabyte capacity (for the CERN ATLAS experiment). We have deployed our own 
ESCAPE rucio instance, accessible to ESCAPE partners, and our work going forward is to test the 
suitability of this technology to perform for the different use cases and data storage paradigms that 
the different experiments in ESCAPE require.  
 
Data transfers from within our Rucio instance are made using an FTS instance at CERN (FTS - the File 
Transfer Service enables third party copies using a range of different protocols - see 
https://cern.service-now.com/service-portal?id=service_element&name=file-transfer). We are also 
able to use FTS outside Rucio, so we can understand performance tradeoffs associated with the use 
of Rucio. 
 
The ESCAPE datalake is currently populated with some real data from several experiments: LOFAR, 
LSST, ATLAS and CMS data (in moderate data volumes). Workflow and pipeline implementation to 
test data access is progressing and has started exercising data access.  A simple implementation of 
storage Quality of Service (QoS)  across the datalake is in place and data lifecycles being implemented. 
 
Monitoring and operations. Due to the increasing scale of the datalake and the active involvement 
from the partners and experiments it was clear the scale of operations needed to be coordinated. 
We set-up a team to look after operations and deployment, not only for the short term challenges 
but also to ensure sustainability of the datalake infrastructure and tools after the project finishes. 
The idea behind is to foster knowledge transfer to sites and experiments, so that all WP2 partners 
can become experienced in the technologies supporting WP2. This will maximise the likelihood of the 
ESCAPE initiatives to be adopted in the future by the ESFRIs (see the original proposal at [2]). 
Monitoring is being developed to reflect the actual status of the datalake infrastructure and give the 
necessary information to the DepOps team to follow-up activities, chase technical issues and follow-
up new deployments and initiatives. See [Fig. 1] shows a snapshot of the main monitoring page, this 
actually comprises. Live monitoring available at [3,4]  : 

● Data transfers view: site efficiency based on data in/out using different protocols 
● Data volume and number of files transferred 
● Network status: a tool to show real time network performance is in place, this is based on 

perfSONAR server that has been deployed at the majority of sites. 
● Site reporting tool being evaluated for deployment to show the storage volume and 

occupancy provided to the datalake, this tool is based on a Storage Reporting JSON 
mechanism. 

Figures 1 and 2 show examples of the DepOps team's monitoring dashboards (which are still under 
development) - we are building dashboards to enable rapid and easy monitoring of the overall 
datalake status, the network health and the success of test transfers. 
 
 

https://rucio.github.io/
https://cern.service-now.com/service-portal?id=service_element&name=file-transfer
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Data, content delivery and caching: the prototyping phase is well on track and three sites deployed 
a proof of concept to evaluate XCache technology to integrate compute resources with the datalake. 
XCache provides the needed functionality and we are currently testing its scalability and multi-VO 
usability. The content facilitates data processing from compute resources inside the datalake but also 
enables inclusion of storage-less sites, including cloud resources and HPC centres (see figure 4). There 
has been an effort made towards a vanilla installation (experiment-unbiased) caching service, easily 
deployable by the partners' sites, and a monitoring dashboard is available (figure 5). Testbeds have 
been deployed at CERN, CC-IN2P3, LAPP, and INFN-CNAF.  
Real data processing from/to the datalake have been demonstrated at: 

● LAPP for ATLAS Open Data, with a simple analysis example using data in the ESCAPE 
datalake to search for the Higgs boson in the H --> yy (Higgs into two photons) decay 
channel.  This was disseminated through the ESCAPE communication team [5] 

● INFN-CNAF demonstrated the ability to process data from /to the datalake for CMS, 
using an Open Data approach but also via a prototype that covers the use case of 
embargoed data (only accessible by a few people, i.e. CMS experiment) [6] 

Addressing experiment/ESFRI requirements: 
● IFAE-PIC: a prototype has been deployed for a data injector to store data from an 

experiment source into the datalake. This is targeting the gamma-ray telescope use-
case with telescopes located on the island of La Palma (CTA and MAGIC telescopes). 
This exercise is an excellent proof of concept (PoC) for data upload and distribution 
from external storage with particular demands (e.g. remote locations with non-
deterministic LFNs) to the datalake infrastructure. Work on this PoC is being regularly 
presented at the WP2 coordination meetings [7]) 
 
 

Information system (CRIC). A centralised information system has been set up. This is the central place 
for the definition of storage endpoints (URLs), protocols supported at the sites, storage access 
preferences, etc. It is interfaced with RUCIO, meaning that sites can deploy new storage endpoints 
by defining them in CRIC and then they are synchronised with RUCIO, making the datalake aware of 
these new resources (Fig. 3) 
 
Authentication, Authorization and Identity management (AAI): the ESCAPE IAM. An instance of IAM 
(Identity and Access Management) in support of the ESCAPE Data lake prototype has been deployed 
at INFN, allowing us to give and control access to the ESCAPE data lake resources. The instance, 
providing support for token-based and legacy voms-based authorization,  is deployed on a 
Kubernetes cluster running at INFN CNAF and is available at [9]. The ESCAPE IAM instance is 
configured to support authentication via EduGAIN, Google and X.509 certificates. Documentation 
describing the IAM setup is provided at [10].  
 
Notable features have been implemented in IAM in support of LHC and other communities' 
authentication and authorization requirements, with the highlights being: 

● Allow disabling local authentication (or limiting only to VO administrators), which allows the 
IAM to be configured to completely rely on brokered authentication from an external identity 
provider; 
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● Requiring external authentication on the registration endpoint, which requires applicants to 
authenticate against an external identity provider before being allowed to submit a 
registration request; 

● User account end time management and pluggable account validation support,  used to 
properly implement integration between IAM and the CERN Human Resource Database; 

● Support for multiple token profiles, which allows the same IAM instance to support different 
token profiles depending on the configuration defined at client level. 

These features are planned to be released in IAM v1.6.0 scheduled for the end of July 2020, but are 
already deployed in production for some IAM instances hosted at CNAF and at CERN. 
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Figures 
 

 
Figure 1: Snapshot of one of our ESCAPE datalake dashboards (still under development). The ESCAPE pilot datalake in 

action, transfer volume, site transfer efficiencies, etc. (Note that, though some sites are showing as unresponsive in this 
snapshot, this is not generally the case - the point is that we are able to quickly identify issues with sites and follow up 

as needed.) 
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Figure 2: Example taken from the ESCAPE PerfSONAR dashboard (http://maddash.aglt2.org/maddash-

webui/index.cgi?dashboard=ESCAPE%20Mesh%20Config) showing that we have ten sites with perfSONAR boxes 
installed, and with automated tests running (results here show latency, but throughput and traceroute statistics are 

also available on the same dashboard). 

 
 

http://maddash.aglt2.org/maddash-webui/index.cgi?dashboard=ESCAPE%20Mesh%20Config
http://maddash.aglt2.org/maddash-webui/index.cgi?dashboard=ESCAPE%20Mesh%20Config
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Figure. 3 Snapshot taken from the ESCAPE information system (CRIC). This snapshot shows the view of one of the 

storage endpoints in the ESCAPE datalake. URL and prioritized supported protocols. 
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Figure 4: Caching infrastructure and the two main benefits to operate caches: latency hiding and file reusability. 

 

 
Figure. 5 Caching services monitoring are ready. Metrics are collected from the XCache hosts. 
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