






• The DIOS Work Package aims at delivering a prototype of the Data Lake concept

• The backbone of the prototype consists of services operated by the partner institutes and 
connected through reliable networks:  

▪ Data management and orchestration: Rucio 
▪ File transfer and data movement: FTS 
▪ Content delivery and latency hiding: XCache 
▪ Data Lake Information System: CRIC 
▪ AAI: Indigo IAM (tokens and legacy x509 support)

• The Data Lake harness heterogeneous facilities, with different storage systems:
▪ EOS, dCache, DPM, STORM, xrootd, and any type of http-enabled storage

• Widening the access to several access protocols: http, xrootd and gridftp.
▪ Allowing to serve the data to heterogeneous facilities, from conventional Grid sites to HPC 

centres and Cloud providers



Further info: https://wiki.escape2020.de/index.php/WP2_-_DIOS#Datalake_Status
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https://indico.in2p3.fr/event/22129/contributions/85719/attachments/59615/80633/Rucio-SWAN_Integration_Project_for_ESCAPE.pdf




LOFAR: astronomical radio source 3C196 made using 
LOFAR data.  The raw visibility data was downloaded via 
rucio from the EULAKE-1 and processed on Open Nebula 
at surfsara using the container based LOFAR software

LSST: Simulate production conditions: ingest the HSC RC2 dataset 
from CC-IN2P3 local storage to the Data Lake, at a realistic LSST 
data rate (20TB/24h). Then confirm integrity and accessibility of 
the data via a notebook. 

→ The image is a reconstruction drawn within a Jupyter Notebook 
accessing the data used in the Full Dress Rehearsal. 

CTA: Simulate a night data 
captured from telescope in Canary 
Island for 6 h: ingest  500 Dataset 
of 10 files.

ATLAS: Storage QoS functionality tests: upload files 
from LAPP cluster to ALPAMED-DPM (FRANCE) and 
INFN-NA-DPM (ITALY), then request transfer to 1 
RSE QoS=SAFE and 2 RSEs 
QoS=CHEAP-ANALYSIS



MAGIC: Mimics a real MAGIC observation use case. Remote storage 
(Data Lake aware) next to the telescope acts as a buffer for subsequent 
data injection to the ESCAPE Data Lake (and local deletion after success) EGO/VIRGO: Upload 4h of Virgo public data sampled at 4kHz from an EGO 

server to the datalake. Download them to CNAF. The data is split into 1s 
samples.Making available the real-time strain data to pipelines and tools 
assessing the data quality.

FAIR: Upload one 1-GB file every 10 minutes for the whole duration of the 
rehearsal. Request 2 replicas in QOS=SAFE and 1 replica in 
QOS=CHEAP-ANALYSIS. File size and QoS tagging approximate data 
ingestion from CBM (i.e. the FAIR experiment expected to produce the 
largest volume of raw data)

SKA: Pulsar Observations injection test.For 4 hours at any point during the 
24hrs, injecting new group of files in a dataset every ten minutes. Files fall 
into two containers, representing different SKA Projects. 24-hr test moving 
data on basis of QoS class.


